CS 3340 Assignment 3
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next =
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1. Algorithm: String Matching(T,n, P, m)

Input: text T[1 . . . n] and pattern P[1 . . . m].

Output: matching positions.

begin

i := 1 ;

q := 0 ;

maxMatch =0; // max prefix matched

maxPos =0;// max prefix position

while i ≤ n do

if T[i] == P[q + 1] then

i := i + 1 ;

q := q + 1 ;

else

if q == 0 then

i := i + 1 ;

else

q := next[q];

if q == m then

maxMatch=m; // all the chars in the pattern match

maxPos=i-m; //mx prefix is the size of the entire pattern

q = next[q];

if q> maxMatch then

maxMatch=q; // max num chars matched

maxPos = i-q // location of max pattern

print “Largest pattern found at position” maxPos

end

The algorithm is correct because it follows the structure of the KMP algorithm so once i is the same value as n the while loop will exit. The algorithm also produces the correct answer because if the entire pattern is in the text, the algorithm works like KMP, and if a shorter part of the pattern matches the text, the variable storing the max size of the pattern matched will change and be outputted. The time complexity is the same as the original algorithm since the only thing added was the if statement which is of constand time. Therefor the time complexity is O(n).

Algorithm ModifiedLCS

Input: c,X,Y

Output: Longest Common Sequence between X and Y

begin

n = c[X.length, Y.length]

Array s with size n

i = X.length

j = Y.length

while i > 0 and j > 0 do

if xi == yj then

s[n] = xi

n = n – 1

i = i − 1

j = j – 1

else if c[i − 1, j] ≥ c[i, j − 1] then

i = i – 1

else

j = j − 1

for k = 1 to s.length do

Print s[k]

end

The algorithm is correct because during each iteration of the while loop, i or j decrement, so there will be a point when one of the variables is 0 and the while loop will exit. The answer produced is correct since the values of b are calculated as the program goes on, so there is no need to store the values. All other instructions work like the original function. The time complexity of the algorithm is O(m + n) because the while loop executes m times and the for loop executes min(m,n) times.

1. The first stop will be the furthest station that is less than or equal to m miles. We continue with the idea throughout the journey (i.e skate n miles where n<=m). If S is the solution which contains stops 1 – k. Let n be the furthest stopping position before the professor runs out of water, now replace the first stop as n ( the new starting position). If stop 1 – stop 2 is m stop 2 -n will be less than or equal to m making it possible to get to the stop without running out of water.
2. Form a paragraph of width M by putting line breaks within the list so the lines can be printed neatly. The empty spaces are calculated by squaring the number of empty spaces in a line. For every range of words between Wi and Wj, we need to figure out the cost of it being on one line. If Wi to Wj can’t fit in a line the cost will be C{I,j)= ∞. The minimum cost will therefore be the cost of the line with the words plus the cost of the spaces. Since the algorithm will look through I and Wj until best cost is calculated, the time complexity of the algorithm will be O(n2).

1. MST Prim(G, w, r)

for each u ∈ V [G] do

key[u] := ∞;

π[u] := NIL;

key[r] := 0;

Q := V [G];

while Q 6= ∅ do

u := Extract Max(Q);

for each v ∈ Adj[u] do

if v ∈ Q and w(u, v) > key[v] then

π[v] := u;

key[v] := w(u, v);

update key[v] in Q

This algorithm is exactly like Prims algorithm except instead of using a min heap you are using a max heap. The algorithm will produce the correct answer and terminate since none of the loops were changed. The time complexity is : O((|V | + |E|) log(|V |))

1. Dijkstra relies on the fact that adding an edge does not make the path shorter. Therefore when we have a graph like the following:

![](data:image/png;base64,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)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAbCAMAAAAqGX2oAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAGUExURQAAAAAAAKVnuc8AAAACdFJOU/8A5bcwSgAAAAlwSFlzAAAOwwAADsMBx2+oZAAAAGlJREFUOE+Fy0ECwCAIA0H8/6cLglg0wZxaZ5HRTqQNlNtgehM488CdB+E0CKZBOgm2w8A430FQHATV76DyFRznuuPv8hoALwHgf4DOdflEfAWTkUdA2YPJxC3oeF1zf5zrXm5BfMGN8QEPjQLmCJuwEAAAAABJRU5ErkJggg==)

The algorithm recognizes that A-B < A-C therefore it will never check the value of ACB, meaning the algorithm will choose B no matter what the value of CB is.

1. All-pair -shortest-path algorithm works will produce the correct output. The algorithm computes every possible paths between pairs of vertices, then then selects the lowest weighted path. Since the algorithm checks all the paths the negative weighted paths will also be included in the calculation.